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1 THEORY OF OPERATION

The navigation industry has a rich history of discovering new methods to meet clients’ technical and economic
demands. As manufacturing capabilities have developed over time, demand for both economical navigation systems
and highly precise systems has risen. Today, there exist several solutions of varied price, reliability, and scale which
offer advantages to different markets. Most significantly, the advancement of inertial sensors, satellite systems,
and gyroscopes has expanded the viability of navigation systems across a multitude of applications.

11 INERTIAL SENSORS

Inertial sensors have been used for over a century to measure the motion of an object with respect to an inertial ref-
erence frame. When first created, inertial sensors consisted of large mechanical gyroscopes and accelerometers.
However, since the early 1930s, numerous scientists, engineers, and institutions have been perfecting this technol-
ogy, creating a wide variety of inertial sensors with various performance capabilities which has allowed them to be
used today in more applications than ever before.

1.1.1 Grades of Inertial Sensors

Theinertial sensor market spans an enormous range in terms of product price and performance between the highest-
end inertial systems and the lowest. This wide variety can lead to great confusion for many customers when de-
termining component selection and pricing. In addition, there are no agreed-upon definitions or standards of high-,
medium-, and low-grade performance when it comes to inertial sensors, so what one expert considers high-end
may be the low-end to another. However, in general, inertial sensors can be grouped into one of the following four
performance categories:

= Navigation Grade

= Tactical Grade

= Industrial Grade

= Automotive/Consumer Grade

These performance categories are typically defined based on the in-run bias stability of the sensor, as the in-run bias
stability plays such a large role in determining inertial navigation performance.

As shown in Figure 1.1, there are two main types of accelerometers that make up the different accelerometer perfor-
mance categories: mechanical accelerometers and quartz/MEMS accelerometers. Quartz and MEMS accelerom-
eters typically have an in-run bias stability ranging anywhere from 1000 ug down to 1ug and span all four of the
performance categories, while mechanical accelerometers can reach in-run bias stabilities less than 1 pg but are
generally only used in navigation grade applications due to their large size and cost.

There are many different types of gyroscopes available on the market, which range over various levels of performance
and include mechanical gyroscopes, fiber-optic gyroscopes (FOGs), ring laser gyroscopes (RLGs), and quartz/MEMS
gyroscopes as illustrated in Figure 1.2. Quartz and MEMS gyroscopes are typically used in the consumer grade, in-
dustrial grade, and tactical grade markets, while fiber-optic gyroscopes span all four of the performance categories.
Ring laser gyroscopes typically consist of in-run bias stabilities ranging anywhere from 1 °/hr down to less than
0.001 °/hr, encompassing the tactical and navigation grades. Mechanical gyroscopes make up the highest perform-
ing gyroscopes available on the market and can reach in-run bias stabilities of less than 0.0001 °/hr.

Accelerometers and gyroscopes can be used as individual inertial sensors, but most applications combine these
sensors together into an inertial system. When a gyroscope is used in conjunction with an accelerometer, the per-
formance of the gyroscope typically has the greater impact on the inertial navigation performance. Due to this, the
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gyroscope in-run bias stability is often used as a short-hand measure of inertial system quality. Table 1.1 provides
the typical gyroscope in-run bias stabilities associated with each of the different inertial sensor performance grades.

Performance Grades of Inertial Sensors
GYRO IN-RUN GNSS-DENIED

GRADE cosT BIAS STABILITY NAVIGATION TIME APPLICATIONS
Consumer <$10 - - Smartphones
Industrial $100-$1000 <10°/hr <1 min UAVs
Tactical $5,000-$50,000 <1°/hr <10 min Smart Munitions
Navigation >$100,000 <0.1°/hr Several hours Military

TABLE 1.1

When determining which grade of inertial sensor is the best fit for a specific application, it is important to know what
type of accuracy is required as well as the budget constraints for the project. As the performance grades of the
inertial sensors increase, so does their associated cost, as shown in Table 1.1. The low cost of consumer grade
inertial sensors makes them ideal for use in smartphones and tablets. Navigation grade inertial sensors, on the
other hand, have a much higher accuracy, but also have a much higher cost making them practical only in the most
mission-critical applications.

1.1.2 Inertial Sensing Nomenclature

As the inertial sensor market has grown, the use of inertial sensors and consequently the different nomenclature
used to describe inertial sensors has expanded as well. The plethora of technical terms and acronyms used in
company literature and information available on the internet makes it difficult to determine which combination of
inertial sensors is best suited for a specific application. Furthermore, many of these terms are used interchangeably,
so it is important to understand the components that make up each of these systems as well as the calculated
navigation outputs that each provides. Some of the more common inertial sensing nomenclature is described in
Table 1.2, note that the sensors listed in parentheses may or may not be included in the inertial system.

Inertial Sensing Nomenclature

ACRONYM NAME SENSORS NAVIGATION OUTPUTS

IMU Inertial Measurement Unit Gyro + Accel + (Mag) None

IRU Inertial Reference Unit Gyro + Accel + (Mag) None

INS Inertial Navigation System Gyro + Accel + (Mag) Position, Velocity, Attitude
VRU Vertical Reference Unit Gyro + Accel Pitch, Roll & Heave
AHRS Attitude Heading Reference System  Gyro + Accel + Mag Attitude

MRU Motion Reference Unit Gyro + Accel + (Mag) Varies

TABLE 1.2

When referring to the inertial systems listed in Table 1.2, it is common to describe them based on the number of
total axes that the system measures. An individual inertial sensor can only sense a measurement along or about a
single axis. To provide a three-dimensional solution, three individual inertial sensors must be mounted together into
an orthogonal cluster known as a triad. This set of inertial sensors mounted in a triad is commonly referred to as a
3-axis inertial sensor, as the sensor is able to provide one measurement along each of the three axes. Similarly, an
inertial system consisting of a 3-axis accelerometer and a 3-axis gyroscope is referred to as a 6-axis system as it
provides two different measurements along each of the three axes for a total of six measurements. Table 1.3 defines
a few of the more common sensor combinations.

1.2 GLOBAL NAVIGATION SATELLITE SYSTEM (GNSS)

A Global Navigation Satellite System (GNSS) is a satellite configuration, or constellation, that provides coded satellite
signals which are processed by a GNSS receiver to calculate position, velocity, and time. GNSS is a passive system,
meaning that there is no limit to the number of users allowed to utilize its technology, making it available for anyone
to use around the world.
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N-Axis Inertial Sensors
NUMBER OF AXES ACCELEROMETER GYROSCOPE MAGNETOMETER BAROMETER

6-Axis 3-Axis 3-Axis - -
9-Axis 3-Axis 3-Axis 3-Axis -
10-Axis 3-Axis 3-Axis 3-Axis 1-Axis

TABLE 1.3

In 1978, the first satellite for a navigation system was launched by the United States. This led to a fully operational
constellation of 24 satellites known as the NAVSTAR Global Positioning System in the early 1990s. Today this system
is known simply as the Global Positioning System, or GPS, and contains 31 satellites in its constellation.

1.2.1 Constellations

Since the U.S. launched the first operational global navigation satellite system, several other nations have launched
similar GNSS constellations. Some of these systems are currently available for use while others will be fully opera-
tional in the coming years, as shown in Table 1.4.

International GNSS Constellations

NAME COUNTRY FULLY NUMBER OF CARRIER
OF ORIGIN OPERATIONAL SATELLITES FREQUENCIES
GPS USA 1993 31 L1/L2/L5
GLONASS Russia 1995 24+ G1/G2
Galileo Europe 2020 30 (22 current) E1/E5a/E5b
BeiDou China 2020 30 (28 current) B1/B2
QZSS Japan 2024 7 (4 current) L1/L2/L5
TABLE 1.4

1.2.2 Segments

GNSS operates through three different segments known as the Space Segment, the Ground Control Segment, and
the User Segment, as shown in Figure 1.3a. The Space Segment consists of the satellites themselves placed into
a specific constellation, as seen in Figure 1.3b. The Ground Control Segment utilizes Earth-based tracking stations
around the world to manage the entire navigation system. Specific locations of these stations for the U.S.-based
system, GPS, are shown in Figure 1.4. The User Segment is comprised of the GNSS receivers that can be used
anywhere around the world.

The Ground Control Segment tracks and monitors errors and biases in the satellite’s orbit, clock, and health. This
information is sent through radio signals up to the Space Segment. It is through this process of the Ground Control
Segment tracking the orbits of the Space Segment and uploading orbit corrections to them that the satellites are
able to know to a high precision where they are located. The satellites then transmit that information back down to
the User Segment where they are tracked, decoded, and utilized in determining a user’s position, velocity, and time.

1.2.3 Navigation Message

The signals that the Ground Control Segment sends to the satellites which then get sent to the end user are known
as the navigation message. The GPS navigation message contains four main parts: GPS time, satellite health,
ephemeris, and the almanac. While this discussion is specific to the GPS constellation, the basic features exist
across all GNSS constellations.

GPS Time

The GPS time in the navigation message is based on an atomic clock that is able to keep time to a high degree of
accuracy. It is specified in terms of the week number and the seconds of the week. The week number is a counter
that designates the number of weeks that have passed since January 6, 1980, or Week 0. However, this counter can
only store values from 0 to 1,023, so once Week 1,024 was reached on August 21,1999 and then again on April 6,
2019, the week number was rolled back to 0. This rollover cycle of the week number will continue to repeat every
1,024 weeks. The seconds of the week is the number of seconds into the current week, starting Sunday at 12:00
AM. GMT.
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Satellite Health

The satellite health information conveys to a GPS receiver whether the satellite is healthy and the navigation data it is
transmitting can be trusted. If a satellite is deemed to be "healthy”, the navigation data transmitted by the satellite is
considered usable. However, a satellite that is considered "unhealthy” contains navigation data that is either partially
or fully unusable.

Ephemeris

The ephemeris contains high-accuracy orbit data specific to the satellite that is transmitting the navigation message.
This data is only considered useable for up to four hours from the time it was uploaded to the satellites by the
Ground Control Segment. Therefore, the ephemeris is updated for each of the satellites every four hours by the
Ground Control Segment. Fortunately, downloading the full ephemeris from a satellite only takes a GPS receiver
approximately thirty seconds.

Almanac

The almanac is a collection of low-accuracy ephemerides for every satellite in the Space Segment constellation. This
library of data is updated much less frequently than the ephemeris and takes a GPS receiver about 12.5 minutes
to download. Since the almanac contains low accuracy ephemerides, receivers use this information mainly for
determining which satellites will soon be visible on the horizon to track. The almanac also contains leap second
information which is needed to convert GPS time to Coordinated Universal Time (UTC), as UTC lags GPS time by the
number of leap seconds.

1.2.4 Pseudorange, Carrier Phase, Doppler
There are three raw observables that a GNSS receiver tracks: pseudorange, carrier phase, and Doppler.

Pseudorange

In order to determine the range from the satellite to the user, a GNSS receiver measures the time required for a signal
to travel from a satellite down to the receiver. Since the signal is traveling at the speed of light, the product of the
signal time of travel measured by the receiver (t) and the speed of light (c) equals the range (r =t - ¢).

This measurement, however, relies on high-accuracy timing. Receivers use low-end clocks for timing, not atomic
clocks, resulting in an unknown bias from the true GPS time. Due to this clock bias error, receivers are not measuring
the true range to the satellite, but rather a pseudorange (p). The pseudorange is the basis for calculating a user’s
position and time.

Carrier Phase

A signal transmitted from a satellite contains a sinusoidal signal called the carrier wave. While the signal contains
no information itself, it carries other signals containing information that have been modulated on top of it. The
distance from a satellite to a receiver can be broken into an integer number of full wavelengths of the carrier signal
plus a fractional wavelength. This fractional wavelength is known as the carrier phase and can be directly measured.
Though a standalone receiver cannot estimate the integer number of wavelengths, the carrier phase can be used in
a multi-receiver technique, known as RTK (see Section 1.5), to enable high-precision positioning.

Doppler
As a GNSS receiver is receiving and tracking a signal from a satellite, the frequency of the signal appears to shift
due to the combined motion of the user and of the satellite orbiting around the Earth. This shift in frequency can be
used to determine a relative speed. Multiple Doppler shift measurements are able to produce an actual velocity for
the user.

1.2.5 Position, Velocity & Time (PVT)

The information from the navigation message and the data in the raw observables can be used to determine the
position, velocity, and time (PVT) of a GNSS receiver.

Trilateration

While a range measures the distance between a satellite and a user, this measurement on its own does not provide
a user's position. However, if range measurements to multiple satellites are able to be determined, a method known
as trilateration can then be used to estimate a user’s position.

Trilateration uses a range measurement from the satellite to the user to create a region encompassing all of the
possible positions of the user. In the case of 3D positioning, this possible region is a sphere of radius equal to
the range measurement, centered at the location of the satellite, as seen in Figure 1.5a. Once an additional range
measurement to another satellite has been determined, the possible position of the user can be reduced down to
the circle where the spheres intersect, as seen in Figure 1.5b.
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In order to determine the estimated position of the user down to a single point, a minimum of three range mea-
surements to three different satellites must be calculated. These three range measurements provide three different
spheres of possible positions the user could be and all intersect at one point, as shown in Figure 1.5c. In practice,
each of those measurements is imperfect, due to a variety of errors, and an estimated position is calculated from
the best fit of those measurements, as seen in Figure 1.5d.

While that is the standard definition of trilateration, in the case of GNSS, a receiver does not measure a true range
to the satellite but rather a pseudorange due to the clock bias error. In fact, a fourth pseudorange measurement is
needed to determine the estimated position and estimated clock bias simultaneously. Note that the delays due to
the length of cable between an antenna and its receiver are also accounted for when estimating clock bias, so cable
length does not impact the positioning results.

Pulse Per Second (PPS)

GNSS receivers use a lower accuracy clock that is then disciplined to GPS time using the specific timing messages
in the signals sent from the satellites to the receivers. Once in sync with GPS time, the receiver can output a pulse per
second signal, or PPS, on the top of every second in GPS time. Because the top of a second in GPS time is the same
as the top of a second in UTC time, this output can be used in many different timing applications, with accuracy on
the order of 10s of nanoseconds.

Time-to-First-Fix (TTFF)

The time-to-first-fix is the duration of time needed for a GNSS receiver to acquire signals from the satellites, perform
trilateration, and obtain a position solution, sometimes referred to as a GNSS fix. This length of time depends upon
how the GNSS receiver is started up. A receiver can be started using either a cold start, a warm start, or a hot start.
As shown in Table 1.5, these three different types of start ups have different amounts of information available to the
receiver to use in its process of acquiring a GNSS fix.

A cold start takes the longest amount of time to obtain a GNSS fix as the receiver possesses no information regarding
where the satellites are located and must complete the 30-second download of ephemeris data. A warm start takes
less time than a cold start because it already has valid almanac data, however, it is not much quicker, as it still must
wait to obtain the ephemeris data. A hot start takes the least amount of time, typically just a few seconds, since the
receiver already has valid almanac data, ephemeris data, and time.

Types of GNSS Receiver Starts
START-UP  STORED RECEIVER DATA EXAMPLE

GNSS receiver is first turned on, or it has been a long time

Cold Start No information available . .
since the receiver was last turned on.

Receiver only has valid al- Turning on the receiver when it has been turned off for one

Warm Start manac data day.

Receiver has valid almanac Turning on the receiver when it has been turned off for
Hot Start data, ephemeris data, and less than four hours. Requires continuous backup power
time to maintain clocks.

TABLE 1.5

1.3 MEMS OPERATION

Up until the emergence of microelectromechanical systems (MEMS) technology, inertial sensors were high-cost,
precision instruments, typically reserved for high-end applications. As MEMS technology has matured, low-cost
solid-state chip level inertial sensors have become available as alternatives to the larger high-end inertial sensors.
This addition of MEMS to the inertial sensing market has provided a wide variety of performance capabilities and
allowed inertial sensing technology to be used in more applications than ever before.

1.3.1 MEMS Accelerometers

An accelerometer is the primary sensor responsible for measuring inertial acceleration, or the change in velocity over
time, and can be found in a variety of different types, including mechanical accelerometers, quartz accelerometers,
and MEMS accelerometers. A MEMS accelerometer is essentially a mass suspended by a spring, as illustrated in
Figure 1.6a. The mass is known as the proof mass and the direction that the mass is allowed to move is known as
the sensitivity axis.
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When an accelerometer is subjected to a linear acceleration along the sensitivity axis, the acceleration causes the
proof mass to shift to one side, with the amount of deflection proportional to the acceleration.

Simple Accelerometer Model
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Now consider that the accelerometer is rotated such that the sensitivity axis is aligned with the gravity vector, as
shown in Figure 1.6b. In this case, gravity acts on the proof mass causing it to deflect downward. Due to this, the
accelerometer measures both the linear acceleration due to motion as well as the pseudo-acceleration caused by
gravity. The acceleration caused by gravity is referred to as a pseudo-acceleration as it does not actually result in a
change in velocity or position.

In the coordinate frame shown in Figure 1.6b, the pseudo-acceleration caused by gravity is measured as a -1g, as
gravity has the same effect on the accelerometer as an acceleration due to motion in the negative z-axis. It is also
important to note that during free fall, the springs in the accelerometer do not deflect, and consequently the sensor
reports an acceleration of zero, though the actual acceleration is non-zero.

1.3.2 MEMS Gyroscopes

A gyroscope is an inertial sensor that measure an object’s angular rate with respect to an inertial reference frame.
MEMS gyroscopes measures the angular rate by applying the theory of the Coriolis effect, which refers to the force
of inertia that acts on objects in motion in relation to a rotating frame. To better understand, consider a mass
suspended on springs, as illustrated in Figure 1.7a. This mass has a driving force on the x-axis causing it to oscillate
rapidly in the x-axis. While in motion an angular velocity, w, is applied about the z-axis. This results in the mass
experiencing a force in the y-axis as a result of the Coriolis force, and the resultant displacement is measured by a
capacitive-sensing structure.

A quick derivation of this Coriolis force may provide further clarity. The position of the mass, m, in the body frame is
given by Equation 1.1:
By = m (1.1)

Y
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Simple Gyroscope Model
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The inertial velocity of the mass in the body frame is then defined as the derivative of the position plus the tangential

velocity due to rotation.
B T B B T — wy
= | = | 1.2
T L’] +wXxTr L/ +wx] (1.2)

The inertial acceleration of the mass in the body frame can be described as the derivative of the velocity plus the
tangential acceleration due to rotation.

. _ . . _ . _ 2
By — [f‘? wz./] 4+ By x B = [‘f 2wy “’Qﬂ (1.3)

The first element in Equation 1.3 represents the acceleration experienced by the driven axis, which is actively con-
trolled by the gyroscope’s electronics. The second element in Equation 1.3 represents the acceleration from the
sensing axis of the gyroscope. From Newton’s Second Law of Motion, the sum of the forces in the sensing direction
is equal to the product of the mass of the block, m, and the acceleration in the sensing direction, 7,:

E, = mPi, = m(j + 2wi — wy) (1.4)

For illustrative purposes, if the mass starts from rest in the y-axis (y = y = 4 = 0), the sum of the forces in the y-axis
reduces down to only the Coriolis term, F;, = 2mwi. Since the mass is driven in the x-axis at high frequency (10s
of kHz), the value of 3 is significant and the Coriolis effect causes significant, oscillatory displacement in the y-axis
proportional to the angular rate.

Typically, MEMS gyroscopes use a tuning fork configuration in which two masses are connected by a spring, as
shown in Figure 1.7b. When an angular rate is applied, the Coriolis force on each mass acts in the opposite direction
and the resulting change in capacitance is directly proportional to the angular velocity. However, when a linear
acceleration is applied, the two masses moves in the same direction, resulting in no change in capacitance and a
measured angular rate of zero. This configuration minimizes a gyroscope’s sensitivity to linear acceleration from
instances of shock, vibration, and tilt.

1.3.3 MEMS Magnetometers

A magnetometer is a type of sensor that measures the strength and direction of a magnetic field. While there are
many different types of magnetometers, most MEMS magnetometers rely on magnetoresistance to measure the
surrounding magnetic field. Magnetoresistive magnetometers are made up of permalloys that change resistance
due to changes in magnetic fields. Typically, MEMS magnetometers are used to measure a local magnetic field
which consists of a combination of Earth’s magnetic field as well as any magnetic fields created by nearby objects.

As illustrated in Figure 1.8, Earth’s magnetic field is a self-sustaining magnetic field that resembles a magnetic dipole
with the geomagnetic poles slightly offset from the geographic North and South poles. This magnetic field is char-
acterized by a strength and direction, which varies across the earth and can shift over time.
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Dipole Approximation of Earth’'s Magnetic Field
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The direction of Earth’s magnetic field contains a horizontal component as well as a vertical component and is often
described using the magnetic inclination and declination angles. Magnetic inclination describes the angle between
Earth’s magnetic field lines and a horizontal plane. At Earth’'s magnetic poles the magnetic field is vertical and has
an inclination angle of 90°, whereas Earth’s magnetic field is horizontal at the equator and has an inclination angle
of 0°. The magnetic declination is used to account for the fact that the magnetic North Pole of the earth is not in the
same location as True North or the geographic North Pole of the earth and is characterized as the angle between
these two locations, relative to the point of measurement.

1.4 HIGH-PERFORMANCE GYROSCOPES

In guidance, navigation, and control (GNC) systems there is a sometimes need for high-performance or high-end
gyroscopes. Such gyros provide unique capabilities in unaided navigation performance and heading determination
through gyrocompassing that are impossible with today’s MEMS gyro technology. The most prevalent of such high-
end gyroscopes are optical gyros, used in applications with the most stringent performance requirements.

1.4.1 Optical Gyroscopes

Optical gyros rely on the Sagnac effect to measure angular rate. Because there are no mechanical moving parts,
they generally lack sensitivity to vibration. There are primarily two types of optical gyroscopes: Ring Laser Gyros
(RLGs) and Fiber Optic Gyros (FOGS).

Sagnac Effect

Optical gyroscopes use beams of light travelling in opposite directions around a closed-loop ring to measure a sys-
tem’s angular rate. Obviously, those two light beams travel exactly the same distance in a non-rotating system, as
seen in Figure 1.9a. But since light travels at a constant speed relative to an inertial frame of reference, if a systemis
subjected to an angular rate, one light beam travels a longer distance than the other, as observed in Figure 1.9b. When
the two beams are brought together again, this gives rise to interference dependent on the amount of rotation—a
phenomenon known as the Sagnac effect.

Ring Laser Gyroscope

Aring laser gyroscope (RLG) is a high-performance optical gyroscope that uses the Sagnac effect to detect rotation.
As seen in Figure 1.10a, an RLG utilizes a closed-loop laser cavity, typically filled with helium-neon gas, to perform
its measurements. The laser itself is integrated within the chamber, making the externally observed interference
pattern directly proportional to the rotation angle. These gyroscopes are the highest-performance available, which
combined their complexity, makes them the most expensive as well.
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Sagnac Effect Gyro Measurement
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Fiber-Optic Gyroscope

A fiber-optic gyroscope (FOG) is a high-performance optical gyroscope that also implements the Sagnac effect in
its calculations to detect rotation. The FOG uses a laser source, beam splitters, a detector, and fiber-optic coil as
shown in Figure 1.10b. It utilizes a light source that splits into two wavelengths that travels through the optical fiber
in opposite directions. Once the beams reach the detector, it can determine the rotation rate through the Sagnac
effect. The sensitivity and performance of a FOG can vary depending on the coil diameter and number of turns it has,
with performance directly correlated to the length of the fiber (some use >1 km of fiber in the coil). Fiber-optic gyros
are a more recent technology than RLGs and take advantage of existing, lower-cost technologies, yielding much
better pricing, though at somewhat reduced performance relative to the RLG.

1.4.2 Gyrocompassing

Gyrocompassing is the ability of a high-performance gyroscope to determine heading without external aiding. A gy-
rocompass detects True North by directly measuring Earth’s angular rate as it spins on its axis, seen in Figure 1.11.
Using an accelerometer to measure the direction of gravity, Earth’s angular rate (2,,) can be decomposed into hori-
zontal (w,,) and vertical (w,) components, with the horizontal component pointing due North. The direction of that
horizontal component with respect to the sensor axes provides the heading (v).

Achieving accurate heading via gyrocompassing requires a particularly low-noise sensor with superior bias stability.
The Earth rotates at approximately 15 °/h, with the horizontal component equal to that times the cosine of latitude
(®). At a 45° latitude, an error as small as 0.1 °/h in the angular rate measurement results in a 0.5° heading error.
The size, weight, power, and cost (SWAP-C) of gyros capable of gyrocompassing is often prohibitive, but it remains
the single most reliable method of heading determination, entirely self-contained to the inertial sensors.

Gyrocompassing

North

FIGURE 1.11

1.4.3 Unaided Inertial Navigation

In addition to gyrocompassing, the main advantage of high-end gyroscopes is their performance in unaided iner-
tial navigation, also known as dead-reckoning. As described in Section 3.3, the performance of the gyro typically
dominates the position errors when performing a pure integration of inertial sensors. While they obviously provide
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improved navigation performance in aided situations (eg. GNSS-aided), the improvement in performance relative to
price is not usually warranted.

1.5 ADVANCED GNSS

While trilateration from pseudoranges can be used to calculate a user’s position as discussed in Section 1.2, this
method on its own is typically only able to provide a positioning accuracy on the order of several of meters (see
Section 3.4). This section describes various advanced GNSS techniques that can be employed to achieve a higher
positioning accuracy, and the signals that make them possible.

1.5.1 Signals

In order to understand the advanced GNSS positioning techniques, it is helpful to know more about the signals used
in these methods. The following discussion focuses on the GPS constellation, but similar signals exist across all
GNSS constellations.

L1, L2, L5 frequencies

The Global Positioning System (GPS) currently operates on three carrier frequencies known as L1, L2, and L5, as
shown in Table 1.6. They are located on the L-band in the radar section of the electromagnetic spectrum and were
chosen due to their ability to penetrate most atmospheric obstructions such as clouds, fog, or rain. In addition,
ionospheric delay is much smaller for the frequency range of 1 GHz to 10 GHz, and frequencies below 2 GHz can be
received without need for a beam antenna. Note that the L5 band is a recent development that is currently available
on only a handful of satellites in the GPS constellation.

GPS Frequencies

NAME FREQUENCY APPLICATION
L1 1575.42MHz  Civilian navigation

L2 1227.60MHz  Military, but some civilian use
L5 1176.45MHz  Precision guidance

TABLE 1.6

Carrier, Code (C/A and P(Y)), Navigation
The GPS signal from each satellite is composed of three components called the carrier, the pseudo-random noise
(PRN) code, and the navigation message.

The PRN code signal gives each satellite a unique identifier which allows all satellites on the band to transmit on
the same frequency without jamming. Coarse/acquisition (C/A) code is generated at 1.023 Mbps on the L1 band,
while Precise code (P-code) is generated at 10.23 Mbps on L1 and L2. P-code is encrypted with W-code to become
P(Y)-code, which acts as an anti-spoofing measure and is often used in military applications.

In an attempt to increase the security of military GPS systems, a code known as M-code has also been developed
for the L1 and L2 bands. M-code provides additional protection against jamming due to its ability to be transmitted
at a higher power. It is expected to eventually replace P(Y)-code, although uptake into the market has been slow.

The navigation message is a binary-coded representation of the GPS time, satellite health, ephemeris, and almanac
data which the receiver uses to determine its position. Due to its slow speed of 50 bytes per second, the full message,
broken into 25 frames, takes about 12.5min to receive. Every frame, which each takes 30 s to transmit, includes the
full GPS time and individual satellite health and ephemeris, allowing for a receiver to achieve a position solution
before receiving the entire navigation message.

The code and navigation message are modulated onto a sinusoidal carrier signal as shown in Figure 1.12. The
high frequency of the carrier signal allows transmission over the necessary distances and through adverse weather
conditions on the way from the satellite to the receiver. The receiver then demodulates this signal to extract the
original information.

1.5.2 Differential GPS (DGPS)

In order to overcome some inherent limitations of a single GPS receiver, multiple GPS receivers may be used in a
technique known as Differential GPS, or DGPS.
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Local-Area Augmentation System

DGPS requires some form of radio link between the receivers, and that one receiver have a well-known GPS location
to serve as the base station. The signal transmitted from a single satellite to both the base station and rover receiver
experiences the same satellite clock errors, orbit errors, and atmospheric propagation errors if the distance between
them is below roughly 20 km. The base station can then determine an estimate of how much error is present com-
pared to its already known location and transmit a pseudorange correction to a local receiver. Local-area DGPS
systems can achieve positioning accuracy down to the one-meter level.

Satellite Based Augmentation System (SBAS)

SBAS is a DGPS system where errors present at location-established reference stations are transmitted to a central
location to compute differential corrections. These corrections are then broadcast over a region by geostationary
satellites on the same L1 frequency as GPS, which receivers can track and use to obtain a positional accuracy of
one to two meters. The map in Figure 1.13 illustrates the locations of SBAS systems in use, covering most of the
Northern hemisphere. More information on each of these SBAS systems can be found in Table 1.7.

SBAS Systems Worldwide

SDCM

EGNOS

FIGURE 1.13
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SBAS Systems Worldwide

REGION NAME ACRONYM SATELLITES

North America Wide-Area Augmentation System WAAS 2

Europe European Geostationary Navigation Overlay Service EGNOS 3

Russia System for Differential Corrections and Monitoring SDCM 4

India GPS-Aided GEO Augmented Navigation System GAGAN 3

Japan Multi-functional Satellite Augmentation System MSAS 2
TABLE 1.7

1.5.3 Real-Time Kinematic (RTK) & Post-Processed Kinematic (PPK) Positioning

To achieve more precise location results, a multiple-receiver system called real-time kinematic (RTK) positioning
was developed. Like differential GPS, RTK compares measurements between a base receiver and a rover receiver,
but RTK relies on the carrier phase observables rather than the pseudoranges. Post-processed kinematic (PPK)
positioning utilizes the exact same techniques and algorithms, but is computed offline on a PC, negating the need
for computations to run in real time on the receiver or for a reliable real-time radio link for corrections.

Double-Differencing

Carrier phase measurements are incredibly precise measures of the partial wave tracked between a satellite and a re-
ceiver. The difficulty is that the integer number of full wavelengths between the satellite and receiver is impossible to
determine in a standalone GNSS configuration, a problem known as the integer ambiguity. Using double-differencing
algorithms between two receivers, a related form of the integer ambiguity problem can be solved, yielding relative
position accuracy to within two centimeters.

Double-differencing requires two receivers and two satellites. By differencing the carrier phase data between two
satellites on a single receiver, most receiver errors (eg. receiver clock bias, including delays due to cable length) can
be eliminated. Meanwhile, differencing the measurements from a single satellite between two different receivers
eliminates the satellite-related errors (eg. orbit errors, atmospheric delays). Differencing these two differences—
double-differencing—yields a result where most error sources have been eliminated. This process is summarized
graphically in Figure 1.14.

Single vs. Dual Frequency

An important consideration for RTK or PPK systems is whether the receivers are tracking a single frequency (L1)
or dual frequencies (L1/L2). When tracking only a single frequency, the integer ambiguity problem yields a large
number of feasible solutions, making it difficult for a reliable RTK fix to be achieved and maintained. Utilizing an INS
in combination with GNSS allows for much more robust tracking of the correct RTK fix in a single-frequency system,
though initial acquisition can still take 10s of seconds to minutes. When two or more frequencies (with different
wavelengths) are utilized, the intersection of feasible solutions to the integer ambiguities on each frequency is often
a single point, leading to a near-instantaneous, reliable RTK fix.

1.5.4 Precise Point Positioning (PPP)

Like SBAS providing a base-station free differential correction, many private companies have developed satellite-
based corrections services that can achieve real-time, centimeter-level accuracy without the added infrastructure
of an RTK system. Precise point positioning (PPP) combines precise clocks, orbit locations, ephemeris, and atmo-
spheric models with proprietary software algorithms to increase the ability of a receiver to determine its location.
This information is transmitted to a receiver either from a geostationary satellite or over the internet, and requires a
subscription and additional software specific to the company used. These L-band corrections are not transmitted
on the same exact frequency as any GNSS signal, but are nearby in the frequency spectrum, so GNSS antennas
can be designed to track both simultaneously. Using this additional data, accuracy down to 3cm (<10 cm typical) is
achievable globally without need for a base station or radio link. However, it is important to note is that PPP systems
may take 20-40 minutes to converge on such a high-accuracy solution. Notable L-band correction services utilizing
PPP systems include TerraStar, OmniStar, StarFire, and Veripos.

1.6 ATTITUDE & HEADING REFERENCE SYSTEM (AHRS)

An attitude and heading reference system (AHRS) uses an inertial measurement unit (IMU) consisting of microelec-
tromechanical system (MEMS) inertial sensors to measure the angular rate, acceleration, and Earth’s magnetic field.
These measurements can then be used to derive an estimate of the object’s attitude.
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1.6.1 System Contributions

An AHRS typically includes a 3-axis gyroscope, a 3-axis accelerometer, and a 3-axis magnetometer to determine
an estimate of a system’s orientation. Each of these sensors contribute different measurements to the combined
system and each exhibit unique limitations.

Gyroscope

A gyroscope provides an AHRS with a measurement of the system'’s angular rate. These angular rate measurements
are then integrated to determine an estimate of the system’s attitude. However, in order to determine the current
attitude, the initial attitude of the system must also be known. Over time, this calculated attitude drifts unboundedly
from the true attitude of the system due to the inherent noise and bias properties of the gyroscope itself.

Accelerometer

An accelerometer supplies an AHRS with a measure of the system’s acceleration and is assumed to be measuring
gravity alone. This assumption allows the accelerometer to calculate the pitch and roll angles from the direction of
the gravity vector, as illustrated in Figure 1.15. However, any biases or other errors in the accelerometer measure-
ments cause errors in the calculation of the pitch and roll angles. In addition, since the accelerometer is assumed to
be measuring gravity alone, any added dynamic motion also causes an error in the calculation of the system’s pitch
& roll.

Accelerometer Pitch and Roll

FIGURE 1.15

Magnetometer

Since the accelerometer can only measure pitch & roll, a magnetometer provides an AHRS with a measurement of
yaw by comparing the measurement of the magnetic field surrounding the system to Earth’s magnetic field, just like
a traditional magnetic compass. In most AHRS units, the magnetometer measurements have no impact on the pitch
and roll angle estimates.

While seemingly straightforward, using a magnetometer to accurately estimate the heading can actually prove to be
quite challenging. Earth’s magnetic field is weak, so large metal structures, high power cables, or any other mag-
netic disturbances can distort Earth’'s magnetic field and cause errors in the estimated heading angle. Disturbances
caused by objects to which the AHRS is fixed (eg. the vehicle) can be compensated using a calibration known as
hard & soft iron (HSI) calibration, but only when those disturbances do not vary over time. Advanced filtering tech-
niques can be used to mitigate the impact of external disturbances in the environment, but their effectiveness varies
by manufacturer and application.

Additionally, the magnetic North Pole of the earth is not in the same location as True North or the geographic North
Pole of the earth. If the heading angle with respect to True North is desired, the declination angle between these two
poles must be factored into the heading determination.

1.6.2 System Fusion

In an AHRS, the measurements from the gyroscope, accelerometer, and magnetometer are combined to provide an
estimate of a system’s orientation, often using a Kalman filter. This estimation technique uses these raw measure-
ments to derive an optimized estimate of the attitude, given the assumptions outlined for each individual sensor.
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The Kalman filter estimates the gyro bias, or drift error of the gyroscope, in addition to the attitude. The gyro bias
can then be used to compensate the raw gyroscope measurements and aid in preventing the drift of the gyroscope
over time. By combining the data from each of these sensors into a Kalman filter, a drift-free, high-rate orientation
solution for the system can be obtained.

AHRS Component Diagram
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1.6.3 Challenges of AHRS

While many of the limitations a gyroscope, accelerometer, and magnetometer face on their own can be mitigated
by combining them together, there are still a few challenges that come with using a AHRS that can cause errors in
the system’s attitude estimate. These challenges include transient and AC disturbances on the accelerometer and
magnetometer, sustained dynamic accelerations, and internal and external magnetic disturbances.

Transient or Oscillating Disturbances

Any type of transient or AC disturbance that induces an acceleration or a magnetic disturbance for a short period of
time can be almost completely mitigated through proper tuning and reliance on the integrated gyro through those
time constants. For industrial grade sensors, a "short” period of time corresponds to roughly a duration of <1, or
at an oscillation faster than 1 Hz, with higher-grade sensors able to filter out longer time constants and vice versa.

Sustained Acceleration

Sustained dynamic accelerations can cause a problem in the estimation of the pitch and roll angles as the assump-
tion that the accelerometer is measuring gravity alone is constantly being violated. The most common case where
this becomes a significant problem for an AHRS is when an aircraft is operating in a banked turn. When this occurs,
the accelerometer measures gravity plus a long-term acceleration due to the centripetal force created by traveling
along a curved path. This results in a measurement vector that acts perpendicular to the wings of the aircraft and
cause the AHRS to estimate a roll angle of zero while the aircraft is in fact in a banked turn and thus has significant
roll relative to the horizon, as shown in Figure 1.17.

Sustained dynamic accelerations can also be caused by the starting and stopping of a system, such as an aircraft
during takeoff and landing or a vehicle at a stoplight. This type of motion causes problems in estimating the pitch
angle of the system. Unfortunately, during periods of sustained dynamic accelerations the gyroscope cannot be
used to ride out the motion as its inherent drift means it cannot be trusted over longer periods of time.

Finally, ballistic flight, free-fall, or orbital dynamics leave the accelerometer measuring zero, providing an AHRS filter
no information regarding the orientation of the sensor. This is especially problematic for ballistic flight, when the
AHRS may confuse wind-resistance for gravity.

If an AHRS receives real-time velocity measurements of the system, the sustained dynamic acceleration can be
estimated and compensated for in the attitude estimation.

Magnetic Disturbances
Magnetic disturbances, which can be internal or external to the system, also pose a problem to an AHRS and cause
the magnetometer to measure a biased and distorted magnetic field. Internal magnetic disturbances are a result of
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the magnetic signature of the system that the AHRS is rigidly attached to. They can be non-variable disturbances,
such as a steel plate, or variable disturbances, such as motors or multi-rotors. External magnetic disturbances
are caused by anything in the environment surrounding the system such as batteries, electronics, cars, rebar in
concrete, and other ferrous materials. These magnetic disturbances lead to increased errors in the magnetometer
measurements, causing errors in the estimates of the heading angle. To account for any non-variable magnetic
disturbances internal to a system, a hard and soft iron (HSI) calibration can be performed on the system.

Drift in the "Drift-Free" Solution

Errors that exist in the accelerometer and magnetometer attitude solution, either due to sensor biases or to violations
of the operating assumptions for each, cannot be avoided in the AHRS solution over longer periods of time. In fact,
those errors can cause bounded drifting of what is otherwise considered a "drift-free” attitude solution from the
AHRS.

One simple illustration of this can be revealed through a static-dynamic-static test. This test is broken up into three
parts in which the system is stationary during the first part of the test, experiences dynamic motion during a short
second part, and finally returns to a stationary state in the third part of the test. During the stationary periods, the sys-
tem’s attitude is ultimately derived from the (possibly erroneous) accelerometer and magnetometer measurements.
However, during the brief dynamic section, the gyroscope measurements dominate the AHRS response.

An example of a static-dynamic-static test is shown in Figure 1.18, in which the yaw measurements are tracked as a
vehicle proceeds through a turn. In this scenario, the magnetic signature of the vehicle has not been compensated
using an HSI calibration, so the magnetic heading measurements are inaccurate throughout the test.

During the initial stationary section of the test, the magnetometer measurements determine the vehicle’s heading.
Once the vehicle begins to drive through the turn, the gyroscope accurately tracks the change in heading, even though
the initial heading was in error. After the turn is completed, the vehicle returns to a stationary state. Over time,
even for a well-tuned AHRS, the magnetometer exerts itself as possible drift in the gyro prevents the AHRS from
continuing to trust its integrated solution. Since the magnetometer is still impacted by the magnetic signature of the
vehicle, the heading reported by the AHRS drifts until it settles into the new (still-erroneous) heading reported by the
magnetometer.

1.7 GNSS-AIDED INERTIAL NAVIGATION SYSTEM (GNSS/INS)

The Global Navigation Satellite System (GNSS) is a satellite configuration, or constellation, that provides satellite
signals to a GNSS receiver which can be used to calculate position, velocity, and time. An inertial navigation system
(INS) uses an inertial measurement unit (IMU) consisting of microelectromechanical system (MEMS) inertial sensors
to measure the system'’s angular rate and acceleration. Measurements from each of these two systems can be
combined using advanced Kalman filtering estimation techniques to form a GNSS-aided INS system (GNSS/INS).
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This combined system is able to provide position, velocity, and attitude estimates of higher accuracies and with
better dynamic performance than a standalone GNSS or INS system can provide.

1.71 System Contributions

A GNSS/INS system typically includes a 3-axis gyroscope, a 3-axis accelerometer, a GNSS receiver, and sometimes
a 3-axis magnetometer to estimate a navigation solution. Each of these sensors contribute different measurements
to the GNSS/INS system.

Gyroscope & Magnetometer

Both the gyroscope and magnetometer provide a GNSS/INS system with the same contributions that they provide to
an AHRS. The gyroscope angular rate measurements are integrated for a high-update rate attitude solution, while the
magnetometer (if used) provides a heading reference similar to a magnetic compass. More information regarding
the contribution of these sensors can be found in Section 1.6.

Accelerometer

An accelerometer in a GNSS/INS system measures both the system’s linear acceleration due to motion and the
pseudo-acceleration caused by gravity. In order to obtain the system’s linear acceleration due to motion, the pseudo-
acceleration caused by gravity must be subtracted from the accelerometer measurement using estimates of the
system'’s attitude. The resulting linear acceleration measurement can then be integrated once to obtain the system'’s
velocity and twice to obtain the system’s position. However, these calculations are heavily dependent on the INS
maintaining an accurate attitude estimate, as any error in the attitude causes an error in the calculated acceleration,
consequently causing errors in the integrated position and velocity.

GNSS Receiver

A GNSS receiver uses the navigation message sent from the GNSS satellites and tracks the pseudorange and Doppler
raw observable measurements to provide a GNSS/INS system with the receiver’s position, velocity, and time (PVT).
This drift-free PVT solution is used to stabilize the solutions offered by the integrals of the accelerometer and gyro-
scope.

1.7.2 System Fusion

Both the INS and GNSS can track the position and velocity of the system. An INS typically has reduced errors in
the short-term, but larger, unbounded errors over extended periods of time. In contrast, GNSS tends to be noisier
in the short-term, but can provide more stability over longer periods of time. When the two systems are integrated
together, the GNSS measurements are able to regulate the INS errors and prevent their unbounded growth. On the
other hand, an INS can provide a navigation solution at high output rates, while a GNSS navigation solution is typically
only updated at rates between 1 Hz and 10 Hz. Combining the measurements from these two systems allows the
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INS solution to bridge the gap between GNSS updates. A GNSS/INS system often uses a Kalman filter to track an
optimal estimate of the system’s position, velocity, attitude, gyro bias, and accelerometer bias.

GNSS/INS Component Diagram
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High-Accuracy Pitch & Roll

Unlike the AHRS filter, no assumption regarding the accelerometer measuring only gravity is made. Pitch and roll are
still determined by knowing the direction of gravity, but the GNSS measurements make it possible to account for the
impact of dynamic motion on the accelerometer readings. Combined with the ability to track accelerometer bias,
the dynamic accuracy of pitch and roll in a GNSS/INS system is typically 1-2 orders of magnitude better than that of
an AHRS.

Dynamic Alignment

Under sufficient dynamic motion, a GNSS/INS determines heading through a process known as dynamic alignment.
The system correlates the acceleration measurements from the accelerometer with the position and velocity mea-
surements from the GNSS receiver and is able to accurately derive the heading through this comparison.

For example, consider an accelerometer that measures that a system is accelerating in the negative y-axis of the
vehicle, while the GNSS reports the system is accelerating West, as shown in Figure 1.20. Correlating these two
measurements together yields that the negative y-axis must be aligned to West, and so the system must be pointing
North.

Some systems—primarily legacy systems—require a specific pattern of motion to achieve dynamic alignment. But
all that is required for most modern systems is horizontal acceleration of any type, such as accelerating down a
runway at takeoff, driving around the block, or flying a figure-eight. In fact, most smaller vehicles simply need to get
up to a decent speed to trigger dynamic alignment; the small fluctuations of a car at highway speed or a Cessna in
light turbulence is enough for the Kalman filter to observe heading.

Note that the process of dynamic alignment is not the same as assuming heading is in the same direction as the
velocity vector. It is a measure of the true heading of the vehicle, completely independent from course over ground
(COG).

Coupling Architecture

When combining a GNSS and INS system together, there are a few different integration architectures that can be used
to couple the measurements from each of the two systems. These different approaches are commonly referred to
as loosely-coupled, tightly-coupled, and ultra-tightly-coupled, and are shown in Figure 1.21.

The loosely-coupled GNSS/INS system architecture is the most common integration approach. As shown in Fig-
ure 1.21a, this type of integration combines the GNSS navigation solution, consisting of the position, velocity, and
time, with the INS navigation solution using an extended Kalman filter. The filter uses the INS measurements to
predict the position, velocity, and attitude of the combined system. GNSS measurements are then used to update

23 A THEORY OF OPERATION



Dynamic Alignment

L
e
’
’
7/
7/
7/
7/
1
!
1
1
1
I
1
1
1
\
\
\
\
\
\
\
N
\
N
GNSS/INS Coupling
GPS Pseudorange Inertial
Measurements Measurements
: Outlier
Rejection '
GPS Only
Kalman Filter
: Adaptive
: Tuning
GPS/INS
Kalman Filter

(a) Loosely-Coupled

<

Acceleration

FIGURE 1.20

GNSS Pseudorange Inertial
Measurements Measurements

Outlier
Rejection :

: Adaptive :
: Tuning :

-

GPS/INS
Kalman Filter

(b) Tightly-Coupled

GNSS Tracking
Loops
GPS Pseudorange Inertial
Measurements Measurements
: Outlier
' Rejection
: Adaptive :
Tuning '
GPS/INS
Kalman Filter

(c) Ultra-Tightly-Coupled
FIGURE 1.21

A 24



this prediction and estimate the gyro bias and accelerometer bias in the INS. These estimated biases are used to
compensate the raw gyroscope and accelerometer measurements in the INS and improve its integration accuracy.
In this approach, a GNSS receiver must have at least four satellites in view to calculate the receiver’s position and
velocity to send to the extended Kalman filter. If fewer than four satellites are in view of the receiver, the combined
system will experience a GNSS outage and default to an INS.

As seen in Figure 1.21b, the tightly-coupled approach for the GNSS/INS system architecture is more closely inte-
grated than that of the loosely-coupled design. This approach does not use the full navigation solution computed by
the GNSS, but rather utilizes the raw GNSS pseudorange and Doppler measurements. As shown in Figure 1.21b, the
raw GNSS measurements are combined with the INS navigation solution containing the integrated position, velocity,
and attitude measurements into an extended Kalman filter. Since this approach uses the raw GNSS pseudorange
and Doppler measurements rather than the full PVT solution, a single satellite can provide a useful GNSS update to
the system. Due to this, the tightly coupled approach is most useful in applications that only have a partial view of
the sky or that are susceptible to multipath error, such as urban canyons.

While the tightly-coupled approach has a potential advantage in restricted visibility environments, there is generally
no benefit in clear-sky conditions. Furthermore, the outlier rejection and adaptive tuning algorithms employed (or
not) by the GNSS receiver and the INS determine whether there is truly any advantage to tightly-coupled even in an
urban canyon. If both a loosely-coupled and tightly-coupled filter were to naively factor in every GNSS measurement,
the results of the two would be identical. While it is possible to create superior outlier rejection algorithms in a tightly-
coupled scenario, in practice many tightly-coupled systems fall far short of loosely-coupled systems in head-to-head
evaluation.

The ultra-tightly-coupled GNSS/INS system architecture is the most closely integrated approach, as seen in Fig-
ure 1.271c. Rather than having the GNSS and INS function as independent systems, the INS is used to help drive
the tracking loops of the GNSS receiver, which track the carrier signals transmitted from the GNSS satellites. As
satellites and the receiver move relative to each other, the INS provides high-rate feedback to maintain a tracking
lock, even with a narrower tracking bandwidth than used in a standalone receiver. This narrower tracking bandwidth
increases system accuracy and makes the receiver much less likely to track a multi-path signal rather than the true,
direct signal from the satellite. However, the ultra-tightly-coupled approach is not as widely used in industry, as such
feedback loops introduce new system instabilities and eliminate the redundancy that otherwise independent GNSS
and INS systems provide in loosely- or tightly-couple systems.

1.7.3 Challenges of GNSS/INS

While many of the limitations GNSS and INS face as standalone systems can be mitigated by combining them
together, there are still a few challenges that come with using a GNSS-aided INS system, including losing the heading
information in static or low dynamic situations, the fact that GNSS errors are non-Gaussian and non-zero mean, and
the possibility of GNSS outages.

Static or Low-Dynamic Situations

A GNSS/INS system loses observability of heading during low-dynamic or static situations, where dynamic alignment
becomes impossible. During short duration periods of low dynamics, the INS can maintain an accurate, though
continuously degrading, heading (on the order of 1 min for industrial grade). Most GNSS/INS systems fall back on
an integrated magnetometer to continue stabilizing heading, though the issues with magnetic heading experienced
in an AHRS system come into play.

GNSS Errors

Another challenge a GNSS/INS system faces is that the nature of GNSS measurement errors are non-Gaussian and
non-zero mean. Non-Gaussian errors have a distribution that does not resemble that of a bell-curve shape, while
non-zero mean errors contain a distribution with a mean that is not equal to zero, similar to Figure 1.22. A critical
assumption used to derive optimality of a Kalman filter is that any errors in the system are Gaussian and zero-mean.
Since GNSS errors violate this assumption, extra care must be taken when tuning a GNSS/INS Kalman filter to achieve
the best performance.

GNSS Outages & Blockages

GNSS outages also pose a problem to a GNSS/INS system and can occur from a signal blockage or a signal in-
terference. A GNSS signal blockage can be caused by anything from buildings to foliage that prevents the signal
transmitted by the GNSS satellites from reaching the GNSS receiver, as illustrated in Figure 1.23. Signal interference
is caused by a disturbance and can be intentional, such as in the case of jamming or spoofing, or unintentional, such
as radio broadcasting signals that create disturbances on the signal. When GNSS outages occur, the GNSS/INS
system defaults to an INS, which relies only on the IMU sensors to derive a navigation solution. Depending on the
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classification of the IMU sensors, using an INS alone to determine the navigation solution could lead to a large drift
of the estimate over a short period of time.
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1.8 GNSS COMPASS/INS (DUAL GNSS/INS)

A GNSS Compass/INS, or Dual GNSS/INS, consists of two onboard GNSS receivers, forming a GNSS compass,
and an onboard inertial navigation system (INS). The position and velocity measurements from the onboard GNSS
modules are coupled with the inertial sensor measurements to provide estimates of a system’s position, velocity, and
attitude with higher accuracy and better dynamic performance than a standalone GNSS or INS system can provide.

1.8.1 System Contributions

Typically, a GNSS Compass/INS includes a 3-axis gyroscope, a 3-axis accelerometer, two GNSS receivers, and some-
times a 3-axis magnetometer to determine an estimate of the system’s position, velocity, and attitude. Each of these
devices provide similar contributions to a GNSS Compass/INS that they provide to a GNSS/INS system, which can
be found in Section 1.7. A GNSS Compass/INS also contains an additional feature that utilizes the two separate
onboard GNSS receivers to accurately estimate the system'’s heading: the powerful technique known as GNSS com-
passing.
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Dual GNSS/INS Component Diagram
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GNSS Compass

The GNSS compass technique uses a form of the real-time kinematic positioning (RTK) technique known as moving-
baseline RTK to determine a system’s heading. Traditional RTK is a precise positioning method that compares the
carrier phase measurements between two antennas, a reference antenna which is typically stationary at a known
location and a rover antenna that is able to move freely. This comparison of the carrier phase measurements allows
RTK to determine a relative position between the two antennas to very high accuracy. For more information on carrier
phase measurements and traditional RTK, see Section 1.2 and Section 1.5.

Moving-baseline RTK is a particular form of traditional RTK that allows both the reference antenna and the rover
antenna to move freely. A GNSS compass is unique in that the two antennas are rigidly mounted with respect to
each other with a fixed distance between the two antennas, known as the compass baseline. Ideally, both antennas
should also be mounted in the same orientation, as the RF phase center of an antenna is not always located in the
center of the antenna. The RF phase center of an antenna is the point where the antenna can receive signals, so
aligning the two antennas in the same orientation ensures an accurate compass baseline measurement.

Similar to traditional RTK, moving-baseline RTK compares the carrier phase measurements from the GNSS signals
between two antennas, allowing the GNSS Compass to determine the relative positioning of the two antennas in
an inertial frame of reference to millimeter-level accuracy. If the position of the two antennas relative to each other
is also known in the sensor’s frame of reference, then the heading angle can be calculated in real-time with a high
degree of accuracy. It is important to note that this heading measurement is derived directly from differencing the
two GNSS receiver measurements at a single point in time, it does not require motion as is the case for dynamic
alignment.

1.8.2 System Fusion

A GNSS Compass/INS operates similar to a GNSS/INS system, though it differs from a single-antenna system in
that is has the capability to accurately estimate the heading in both static and dynamic conditions using the GNSS
compass. This allows the system to accurately estimate the heading with respect to true North, without any reliance
on magnetic sensors. In practice, a GNSS Compass/INS relies on dynamic alignment when available, but instead of
falling back on the magnetic compass like a single-antenna GNSS/INS, it falls back on the GNSS compass solution.

The accuracy of the heading estimate derived from the GNSS compass is dependent on the quality of the GNSS
signal, the baseline distance between the two antennas, and the accuracy of this baseline distance measurement.
As shown in Equation 1.5, the error in the heading estimate, 6., is inversely proportional to the antenna baseline
L. Due to this, it is important that the compass baseline between the two antennas is measured as accurately as
possible.

Perr

“ (1.5)
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Longer baseline distances provide higher accuracy GNSS compass heading estimates as the position error from
the moving-baseline RTK, P.,.. , remains nearly constant over varying baseline distances. However, longer baseline
distances do increase the start-up time required for the GNSS compass to lock onto the correct heading estimate.

The relative positioning from the moving-baseline RTK can also provide the GNSS Compass with a measurement of
the pitch and roll angles. However, because the vertical channel of GNSSis half as accurate as the horizontal channel,
these measurements typically are not able to provide accurate estimates of pitch and roll and are consequently not
commonly used in a GNSS Compass/INS.

GNSS Compass Heading Accuracy vs Baseline Length
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1.8.3 Challenges of GNSS Compass

A GNSS Compass/INS system experiences all of the same challenges as a GNSS-aided INS system, which can be
found in Section 1.7. However, the addition of the GNSS compass requires a GNSS Compass/INS system to have
much better satellite signal conditions than a single antenna system. Due to this, there are a few added challenges
that must be overcome when using a GNSS Compass INS including:

= Maintaining a direct line-of-sight to the satellites
= Observing six common satellites between the two antennas
= Reducing multipath interference

A GNSS Compass/INS system requires that both GNSS antennas are mounted with a clear view of the sky, allowing
the antennas to have a direct line-of-sight to the satellites. In addition, in order for the GNSS compass to estimate
the heading using moving-baseline RTK, the two antennas must observe at least six of the same satellites. If there
are any type of obstructions, such as foliage or buildings, that prevent the antennas from seeing six of the same
satellites, the GNSS compass is unable to estimate the system’s heading.

The GNSS Compass/INS is also more sensitive to multipath interference than a single antenna GNSS/INS system.
Multipath interference occurs when GNSS satellite signals reflect off of solid objects such as buildings and terrain,
resulting in the signal taking multiple paths to reach the antenna, as shown in Figure 1.23. These reflected signals
are delayed as compared to direct line-of-sight signals, causing errors in the carrier phase measurements, which are
used in the GNSS compass. The most common cause of multipath interference is due to signals reflecting up from
the ground to the bottom of the GNSS antennas. To mitigate this, it is recommended that ground planes be placed
underneath the antennas to block these signals from reflecting up from the ground.
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1.9 HEADING DETERMINATION

The heading, also referred to as the yaw or azimuth, is the rotation of a system about the vertical axis of the inertial
reference frame (aligned to gravity). A variety of techniques for determining a system’s heading utilizing inertial
sensors have been discussed in this chapter, each with their own pros and cons, and are summarized here.

1.91 Magnetometer (Magnetic Compass)
A detailed description of using a magnetometer for heading determination is given in Section 1.6.

Theory of Operation

A magnetometer is used to measure the magnetic field surrounding a system. This magnetic field measurement
can be compared to models of Earth’s magnetic field to determine the heading of a system with respect to magnetic
North. Though the geographical location of magnetic North is different than that of true North, the heading can be
found with respect to true North by taking into account the declination angle between the two locations.

Limitations

Using a magnetometer to accurately estimate a system'’s heading can prove to be quite challenging. Earth's magnetic
field is weak, making magnetometers highly susceptible to magnetic disturbances, which are caused by any ferrous
materials or electric currents near the magnetometer. These disturbances will bias and distort the background
magnetic field, leading to increased errors in the heading estimate. Earth’'s magnetic field can also shift as much as
2° from one day to the next. Due to this, even in the most ideal magnetic environments, a magnetometer can only
provide a heading accuracy of 1° to 2° over an extended period of time.

1.9.2 GNSS/INS (Dynamic Alignment)

A detailed description of how a GNSS/INS system achieves heading determination via dynamic alignment is given
in Section 1.7.

Theory of Operation

A combined GNSS/INS system determines the heading of a system through the correlation of measurements from
the two systems, a process known as dynamic alignment. The accelerometer measurements from the INS solution
are compared to the position and velocity measurements from the GNSS solution to determine the heading of the
system to high levels of accuracy, depending on the quality of the GNSS and INS. Note this is not the same as
assuming that heading equals the course over ground reported by the GNSS.

Limitations

Though a GNSS/INS system can provide an accurate and reliable estimate of the system’s heading, there are a
few conditions that can cause the loss of heading observability when using this system. If the combined system
experiences any low dynamic or static situations, the horizontal acceleration of the system will be nearly zero, making
the comparison of the INS and GNSS measurements impossible and causing the heading observability of the system
to belost. The loss of heading observability can also be caused by GNSS outages which occur from signal blockages
or signal interference.

1.9.3 GNSS Compassing
A detailed description of using a GNSS compass for heading determination is given in Section 1.8.

Theory of Operation

The GNSS compassing technique uses a form of real-time kinematic (RTK) positioning known as moving-baseline
RTK to determine a system'’s heading. Moving-baseline RTK compares the carrier phase measurements between two
GNSS antennas that are fixed relative to each other at a given distance. Through this comparison, the GNSS compass
can determine a relative positioning of each antenna to millimeter-level accuracy and estimate the system'’s heading
with an accuracy that is inversely proportional to the separation distance between the two antennas.

Limitations

While GNSS compassing can provide an accurate and reliable heading estimate, there are a few limitations of using
this technique. In order for the GNSS compass to estimate a system'’s heading using moving-baseline RTK, the two
antennas must have a clear view of the sky and observe at least six of the same satellites. The GNSS compass
also has a high sensitivity to multipath and has difficulty providing an accurate heading in applications subject to
multipath conditions, such as urban canyons.

1.9.4 Gyrocompassing

A detailed description of the types of gyros capable of utilizing gyrocompassing for heading determination is given
in Section 1.4.

29 A THEORY OF OPERATION



Theory of Operation

Gyrocompassing is a technique that determines a system’s heading without reliance on GNSS or magnetic field
measurements. This method uses a gyroscope to measure the angular rate of the earth in conjunction with mea-
surements of the gravity vector to detect the direction of North and determine the system’s heading.

Limitations

Although gyrocompassing can provide a reliable heading estimate, independent of both magnetometers and GNSS,
this technique is limited to using high performance gyroscopes such as fiber-optic gyroscopes (FOGs) and ring laser
gyroscopes (RLGs). The size, weight, power, and cost of gyros capable of gyrocompassing is prohibitive for most
applications.
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2 MATH FUNDAMENTALS

Whether the goal is to understand the workings of inertial systems or just use them within a larger system, it is
important to understand a few basic mathematical concepts governing their behavior. This chapter covers every-
thing from how attitude is defined and represented, to the basics of a Kalman filter, which underlies most navigation
algorithms.

2] REFERENCE FRAMES

In order to describe the position, velocity, and orientation of an object of interest, the object’s motion must be com-
pared to a type of standard known as a reference frame. A reference frame is comprised of an origin that defines
a position in space and three orthogonal unit vectors or axes that make up a right-handed system. These three
axes are typically denoted by x-y-z or via subscripts 1-2-3. There are numerous reference frames that can be used
to measure an object’s motion depending on the type of application and desired results, such as a sensor frame, a
body frame, an Earth-centered, Earth-fixed (ECEF) frame, or a local North-East-Down (NED) frame. Note that in most
of the ensuing discussion, the location of the origin is often neglected as it is irrelevant to defining the attitude of a
system.

2.1.1 Sensor Frame

The sensor frame is a type of reference frame that is fixed to the sensor. On VectorNav sensors, the sensor frame is
aligned as shown in Figure 2.1. The individual sensor element measurement axes within the instrument are aligned
to the sensor frame as part of the calibration process. When reviewing a sensor’s datasheet, the “Misalignment” or
“Alignment Error” specification (see Section 3.1) provides an indication of how closely the measurement axes are
aligned with the indicated sensor frame.

VectorNav Sensor Frame

S
(a) VN-100-CR (b) VN-110

FIGURE 2.1

2.1.2 Body Frame

In most applications, the position, velocity, and orientation of a system are found using sensors mounted to a vehicle
or platform. The platform can have its own reference frame known as the body frame, or sometimes called the vehicle
frame. This type of reference frame consists of an origin that is typically placed at the platform’s center of gravity
and three orthogonal axes that comprise a right-handed system. These axes are usually configured to the body in
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such a way that the x-axis is pointing forward, the y-axis is pointing to the right, and the z-axis is pointing down as
shown in Figure 2.2. In some applications, the sensor frame cannot be perfectly aligned to the body frame and will
require a reference frame rotation to align the two reference frames.

Body Frame

FIGURE 2.2

2.1.3 Earth-Centered, Earth-Fixed (ECEF) Frame

The Earth-centered, Earth-fixed (ECEF) frame is a global reference frame with its origin at the center of the earth and
three orthogonal axes fixed to the earth. As shown in Figure 2.3, the E. axis points through the North Pole, the E, axis
points through the intersection of the IERS Reference Meridian (IRM) and the equator, and the E,, axis completes the
right-handed system. This reference frame rotates with Earth at an angular velocity of approximately 15 °/hr (360°
over 24 hr).

Within the ECEF reference frame, there are two primary coordinate systems used when describing a system'’s posi-
tion: cartesian and geodetic. The cartesian coordinate system uses the E,, E,, and E, axes to represent an object’s
position directly. The geodetic coordinate system is essentially a set of polar coordinates, but one that accounts
for the first-order effect of Earth being an ellipsoid rather than a sphere, and describes an object’s ECEF position in
terms latitude (¢), longitude ()\), and altitude (h).

ECEF & NED Frames

A
E
z

Meridian

Prime.

FIGURE 2.3

2.1.4 North-East-Down (NED) Frame

The North-East-Down (NED) frame is a local reference frame that is defined by its ECEF coordinates. Often this frame
is fixed to the vehicle or platform and moves with the body frame. The NED frame is defined such that the North
and East axes form a plane tangent to Earth’'s surface at its present position, assuming a WGS84 ellipsoid model
of the earth. As shown in Figure 2.3, the NED frame contains three orthogonal axes in which the IV, axis points to
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True North, the N, axis points towards the interior of the earth and the N, axis completes the right-handed system
pointing east.

Similar to the NED frame, there is also an East-North-Up (ENU) frame that can be placed locally on a vehicle or
platform and moves around with the system. The ENU frame differs from the NED frame in the direction of the three
orthogonal axes. The N, axis points to True North, the V. axis points away from the interior of the earth, and the N,
axis completes the right-handed system pointing east.

2.1.5 Earth-Centered Inertial (ECI) Frame

The earth-centered inertial (ECI) frame is a global reference frame that has its origin at the center of the earth. This
reference frame does not rotate with Earth and serves as an inertial reference frame for satellites orbiting Earth. Due
to this, the ECI frame is used primarily in space applications.

2.2 DATUMS & WORLD MODELS

Like reference frames, datums and world models provide needed references for navigation. A datum is a reference
used for taking a measurement and is used in many applications including navigation and land surveying as well
as for drafting purposes such as geometric dimensioning and tolerancing. World models provide references for the
gravitational and magnetic fields that can be used across multiple science and engineering disciplines, including
navigation.

2.2.1 Gravity & Altitude

Various models and datums are used to describe the shape of the earth and its gravitational potential field. These
not only define the value of gravity used in navigation equations, but define the measure of altitude. The WGS84
model described below defines altitude relative to a simple ellipsoid model of the earth, whereas the EGM96 model
can be used to define altitude relative to Mean Sea Level (MSL), which is an equipotential surface of the EGM96
gravitational model. The altitude measured relative to MSL can be as much as 100 m off from the altitude measured
relative to WGS84.

World Geodetic System 1984 (WGS84)

The World Geodetic System of 1984 (WGS84) is a global datum and standard, whose definition of the ellipsoid
shape of the earth is widely used in many different fields, including navigation. The size and shape of the earth
described by WGS84 defines the transformation between cartesian ECEF coordinates and latitude-longitude-altitude
(LLA) coordinates. Since GPS uses it for reporting LLA, its use is ubiquitous in navigation.

Earth Gravitational Model 1996 (EGM96)

The Earth Gravitational Model of 1996 (EGM96) is a world model and reference frame used as a gravity model of the
earth. The model uses spherical harmonics to define Earth’s gravitational potential complete to degree and order of
360. In addition to providing the value of g, this model defines the geoid: the shape that the surface of the oceans
would take under the influence of Earth’s gravity and rotation alone. The geoid is an equipotential surface which
by definition means that every point in a specific region of space is at the same gravitational potential. Such an
equipotential surface is used to define Mean Sea Level.

2.2.2 Magnetic Field Models

Earth’s magnetic field varies drastically across the planet. While a simple dipole model provides a reasonable first
order approximation, more detailed models are required to achieve heading accuracy in single-digit degrees. These
models provide the magnetic field as a 3D vector in the ECEF frame for every point on Earth, from which can be
calculated the declination angle (offset between Magnetic North and True North), and the inclination angle (offset
of total field vector from horizontal).

World Magnetic Model (WMM)

The World Magnetic Model (WMM) is a spherical harmonics based model of Earth’s magnetic field and provides the
declination angle, which is the difference between Magnetic North and True North, for a specific location. It is the
standard model for navigation systems, such as an attitude and heading reference systems (AHRS), and is used by
many government and international agencies including the U.S. Department of Defense, the U.K. Ministry of Defense,
NATO, and the International Hydrographic Organization (IHO). The WMM is a predictive model as Earth’s magnetic
field changes over time. Due to this, the WMM is updated every five years to represent any changes in the magnetic
field that may occur.
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International Geomagnetic Reference Field (IGRF)

The International Geomagnetic Reference Field (IGRF) is a backward-looking, corrected magnetic model of Earth that
combines parameters of the World Magnetic Model with measured magnetic field data from surveys, observatories,
and satellites around the world. This model is used largely by the scientific community and has similar accuracy to
that of the World Magnetic Model.

2.3 AITTITUDE REPRESENTATIONS

An attitude representation is often defined as a set of coordinates that describe the orientation of a given reference
frame with respect to a second reference frame. Defining the rotational orientation of a rigid body requires a mini-
mum of three parameters, however, many attitude representations utilize more than three parameters in defining the
orientation. While there are numerous attitude representations that can be used to define the orientation of a system,
some of the more common representations include direction cosine matrices (DCM), Euler angles, and quaternions.

2.3.1 Direction Cosine Matrix

The direction cosine matrix (DCM) is one of the many ways to mathematically represent an object’s orientation and
utilizes nine parameters. Each of these parameters are referred to as the direction cosine values between an initial
reference frame and a second reference frame. Consider two reference frames B and A/, where 5 represents a body
frame and W is defined as the inertial reference frame. Since B and N are reference frames, both are defined by a
set of three orthonormal vectors that make up a right-handed system. These vectors can be expressed as {n} and
{b}, as described in Equation 2.1.

'le 61
Ay ={n2¢ {b) =15, (2.1)
ns3 b3
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As shown in Figure 2.4, the vector b, creates an angle « with each of the vectors 71, fiz, and n3. In order to determine
the direction cosine values of b; with respect to the A reference frame, the cosine of each of these angles is taken.
The same follows for the other two vectors b, and b;. Each of the unit vectors of {B} can be represented in terms
of the unit vectors of {n} as shown in Equation 2.2.

by = COS a1 Ay + COS ajg Tog + COS (3 N3
by = COS a1 Ty + COS oy Tig + COS aro3 M3 (2.2)
bs = COS a31 Ty + COS Q3o Tug + COS aig3 Mg

These three equations can also be expressed in matrix form as shown in Equation 2.3.

) COS «v;; COS 12 COS a3
{b} = [cos az; C€OS azy COS a3 | {N} = [Cn] {N} (2.3)
COS «r3; COS (3o COS «(v33
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The quantity Cj s is referred to as the DCM of B with respect to A. Similarly, the unit vectors of {fn.} can be projected
onto the unit vectors of {b} using Equation 2.4.

COS «v;1 COS o1 COS @37 ) R R
{n} = |Co0S aja COS ay COS aga| {b} = [Cni]{b} = [Csa]T {b} (2.4)
COS «v13 COS «ip3 COS 33

This simple method can also be used to transform vectors from one reference frame into another. Consider a vector
v that has its components in the N reference frame but needs to be described in the B reference frame. This can
be accomplished using Equation 2.5. Likewise, a vector which has its components in the B3 reference frame can be
transformed into the \ reference frame with Equation 2.6.

5y = [Cpn] Vv (2.5)
Ny = [Cpn]T Po (2.6)

There are a few properties of the DCM that make it a unique method for representing an object’s attitude. For
example, the norm of each row and column of the DCM must be equal to +1. In addition, the DCM is orthogonal
and more specifically, orthonormal. This means that the product of [Czx7] and the transpose of [Cz/] results in the
identity matrix as shown in Equation 2.7.

[Con] [Coar]" = [Csa]" [Con] = [I3x3] (2.7)
Furthermore, this means that the transpose of [C] is equal to its inverse:
[Csn]™ = [Con] ' = [Onsl (2.8)

One final DCM property to note is that of the determinant. For a right-handed system, the determinant of the DCM
must be equal to +1.
det [Cpy| = +1 (2.9)

While the direction cosine matrix is an important and commonly used method for representing an object’s attitude,
there is one major drawback to this approach. The DCM utilizes nine parameters to describe an orientation. Since
only three parameters are required, six of the DCM values are redundant. Due to this, the DCM is hardly ever used to
keep track of attitude in real time and is instead used primarily to project vectors to different reference frames.

2.3.2 Euler Angles (Yaw-Pitch-Roll)

The orientation of a rigid body can also be described by three successive rotations about a set of intermediary axes,
which transform the body from an inertial reference frame into the body frame. These three rotations are the most
frequently used method for representing an object’s attitude and are known as the Euler angles.

There are many different combinations of Euler angles, however, the (3-2-1) set of Euler angles corresponding to
yaw-pitch-roll (¢-6-¢) is considered to be the standard, especially in terrestrial applications. These rotations are
applied sequentially in a particular order, with each rotation specified about the specified body frame axis as it exists
following the previous rotations. Figure 2.5a shows the body frame and NED frame initially aligned. Figure 2.5b
shows the yaw rotation around the Z;-axis. This is followed in Figure 2.5c by the pitch rotation about the new Y-
axis. Finally, there is a roll rotation about the new X3-axis in Figure 2.5d to achieve the final orientation of the aircraft.

The order of these rotations is important, as a (3-2-1) set of Euler angles corresponding to yaw-pitch-roll can result in
a much different orientation than applying those same angles in a (1-2-3) sequence of roll-pitch-yaw. As an example,
Figure 2.6 shows the difference between applying a -90° pitch, followed by a 45° roll (Fig. 2.6a), and applying a
45° roll, followed by a -90° pitch (Fig. 2.6b). The end orientation of the aircraft is very different! It is important
to note that this order does not have as much of an effect when the angles are small. This makes Euler angles
particularly easy to visualize and therefore are the most commonly used attitude representation.

While this seems to be an ideal way to represent attitude there is one major drawback to this method: every set of
Euler angles has at least one geometric singularity, often referred to as gimbal lock. This means that at a specific
orientation, two of the axes become ambiguous. For example, in the standard set of (3-2-1) Euler angles, this sin-
gularity exists when the pitch is £90°. In this case, the yaw and roll perform the same operation, as a yaw angle of
20° and a roll angle of 0° results in an orientation identical to that of a yaw angle of 0° and a roll angle of 20°. As a
result, Euler angles must be used with caution, especially in applications that deal with angles close to the singularity
points.
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Example of a 3-2-1 Euler Angle Set

(@) Initial

z,

(c) Pitch (d) Roll

FIGURE 2.5

Euler Angle Order Example

(a) Pitch then Roll

— —
-90° Pitch +45° Roll

(b) Roll then Pitch

— —
-90° Pitch +45° Roll

FIGURE 2.6
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2.3.3 Euler's Principal Rotation Theorem

Euler’s principal rotation theorem states that any rigid body or reference frame can be taken from an initial orientation
to a final orientation via a single rigid body rotation about a principal axis, ¢, through a principal angle, ¢. Simply put,
any arbitrary orientation can be described by a single unit vector and a single angle, as shown in Figure 2.7.

Euler’s Principal Rotation Theorem

A
113

FIGURE 2.7

The principal axis defines the direction of rotation while the principal angle describes the amount of rotation about
this axis from the initial attitude to the final attitude. This principal rotation theorem is valid for any rotation and the
principal angle is useful as a scalar measure of the difference between two attitudes, such as the error between the
measured attitude and the truth. Furthermore, the principal axis and principal angle form the basis for defining many
other attitude representations.

2.3.4 Quaternion

A quaternion is an attitude representation that uses a normalized four-dimensional vector to describe a three-dimensional
orientation. This approach is based upon Euler’s principal rotation and consists of a scalar term ¢, and a vector term
¢, as shown in Equation 2.10.

e sin -
g, =esin—- = |eysin—
(2.10)
es sin —
¢
(s = COS )

Typically, the quaternion is represented by a single four-element vector. It is important to note that there is no agreed
upon order for that four-element vector, so it is important to be clear whether a system or equation is assuming the
scalar term last (Eq. 2.11) or first (Eq. 2.12). VectorNav sensors and documentation utilize the scalar term last
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representation.

q= BZ] (2.11)
q = [ﬂ (2.12)

The quaternion is advantageous as it circumvents the singularity problem of Euler angles by adding an additional
parameter, creating an over-defined attitude representation. However, this does create an over-defined attitude rep-
resentation and requires the constraint that the norm of the quaternion be equal to one. Note also that there is an
ambiguity when representing an attitude by a quaternion, because q = —q.

2.4 ATTITUDE TRANSFORMATIONS

Since there is not a “standard” attitude representation, the technique chosen is highly dependent upon the specific
application. However, the optimal method for a specific application may be different from the desired final represen-
tation of the orientation. Therefore, a conversion or transformation between the different attitude representations
is needed. Below are some of the more common transformations used that are based on the VectorNav quaternion
notation in which ¢, is the scalar term.

2.4.1 Quaternion to/from Direction Cosine Matrix
The elements of the DCM can be determined from the associated quaternion using Equation 2.13:
GHa—-6-a¢  20q9+93q) 2(q193 — q2q4)

C=1 2(q192 — q3q4) G-aG+a-ad 2(q293 + q194) (2.13)
2(q193 + q2q4) 2(q2q3 — 1q1) @i — i — 43 + 43

There are a variety of ways to extract the quaternion from the DCM defined in Equation 2.13, though several of them
contain divide by zero singularities for certain attitudes. A numerically stable method for calculating the quaternion
starts with calculating the squares of each quaternion term:

1
q = Z(l + Ch1 — Oy — Cs3)
1
4= Z(l — C11 + Cay — Cs3)
: (2.14)
@ = 1(1 — C11 — Cag + Cs3)
1
qi = Z(l + C1 + Cos + 053)

Taking the square root of the maximum value amongst those terms provides the particular value for that term. The
remaining terms can be computed using the appropriate formula from Equation 2.15.

4¢3 Cra + O Cs1 + C13 Ca3 — U3z
q— 1 |Ca+Cor| _ 1 4q3 _ L |G+ Csf _ 1 |Cs1—Chs (2.15)
4q, |C31+ Ci3 4qgy | Ca3 + C3a 4qs 4¢3 4qy |Ci2 — O '
Caz — O3z C31 — C13 Ci2 — Co 4q3

While the quaternion has more elements than the minimum required number of parameters for representing attitude,
it offers the advantage that when moving from the DCM to the quaternion and back, only algebraic operations—no
trigonometric operations—are required for conversion.

2.4.2 Euler Angles to/from Direction Cosine Matrix

The elements of the DCM can be determined from the associated Euler angles, though the precise equation depends
on the particular Euler angle sequence (i.e. order of the rotations). The DCM for any Euler angle sequence can be
constructed from the individual axis rotations presented in Equation 2.16, where the subscripts 1, 2, & 3 denote the
axis about which the rotation is made (not the order of rotation).

1 0 0 cosf 0 —sind cosy siny 0
Ri(¢p)= 10 cos¢ sing| Ry(f)=| 0 1 0 R3(¢) = |—siny cosy 0 (2.16)
0 —sing cos¢ sind 0 cos¥ 0 0 1
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For the standard (3-2-1) set of Euler angles corresponding to yaw-pitch-roll (1-6-¢), the DCM is determined using
Equation 2.17 (cos ¢ and sin ¢ have been abbreviated c¢ and s¢, respectively). As seen in that equation, the individual
rotation matrices R are combined according to the order of the Euler angle sequence, starting on the right and moving
left.
cocy clsy —s6
C—2-1) = Ri(¢)Ra2(0)R3(¢¥) = |s¢sfcy — cosy  sgsisy + cocyy  spch (2.17)
Coslcy + s¢psy  cpshsy — s¢cyy  coch

Extracting Euler angles from the DCM varies depending on the particular Euler angle sequence. The (3-2-1) set of
Euler angles corresponding to yaw-pitch-roll (x-6-¢) is determined using the Equation 2.18.

_1 Ci2
=tan~! —=
v Cu
0 =—sin"'Cy3 (2.18)
_1 O3
=tan~' ==
¢ Cs3

For the special case where the attitude consists entirely of small-angle rotations, where small is defined as <5°, the
DCM only differs from the identity matrix by small quantities, as seen in Equation 2.19. By removing any trigonometric
operations in the transformation, this equation is useful both for high-rate control loops and deriving sensitivities to
attitude for various filters. Great care must be taken when using this approach to ensure the small angle assumption
is not violated.

1 ¢ -0
1 & (2.19)
0 - 1

2.4.3 Quaternion to/from Euler

A set of Euler angles is most easily determined from the quaternion through a series of two steps utilizing the
transformations above. The quaternion are first transformed into a DCM using Equation 2.13. This DCM is then
converted into a set of Euler angles with the transformation in Equation 2.18.

Similarly, the quaternion is most easily computed from a set of Euler angles using a two-step process. First, the set
of Euler angles is transformed into a DCM using Equation 2.17. Equations 2.14 and 2.15 are then used to convert
the DCM into the associated quaternion.

2.4.4 Attitude Kinematics

The attitude kinematic differential equation relates the time derivative of the attitude representation with the asso-
ciated angular rate, w (eg. as measured by a gyroscope). Each attitude representation can be written in terms of a
kinematic differential equation.

The time rate of change of the DCM ([C]) is given by Equation 2.20. The time rate of change of the quaternion (¢)
is given by Equation 2.21. Finally, the time rate of change of yaw-pitch-roll (1-0-¢) is given by Equation 2.22. Note
that this equation reveals that yaw rate, roll rate, and pitch rate are not equal to the angular rate measured by a
gyro. Furthermore, Equation 2.22 reveals an additional singularity associated with Euler angles, in this case when

cosd = 0.
0 —ws3 w2
Cl=—=]ws 0 —wi|][C] (2.20)
—Wwsy Wi 0
Q1 @@ g3 @ 0
Q2 e e a —a||w (2.21)
q3 213 —2 @ Ga w2
Ga @4 —q@ —q2 —q3| \ws3
o ) 0 sin ¢ cos ¢ w1
0] = 0 cos¢cosl —singcosh| [ ws (2.22)
b oSt | cosh singsingd  cos¢sind w3
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2.5 AITITUDE AND POSITION INTEGRATION

Inertial navigation systems use the angular rate and acceleration measurements from gyroscopes and accelerome-
ters to determine the position, velocity, and attitude of a system by integrating this data over time. The non-linearities
inherent to attitude require these integrations to occur at very high rates. To minimize the computational require-
ments of the user system, most inertial navigation systems output what are known as coning and sculling integrals
which are integrated internally and can then be used at lower rates for full state integration.

2.5.1 Coning and Sculling Integrals

The coning and sculling integrals are integration processes that properly account for the coning and sculling motion
and are valid despite the non-linearities inherent to real-world motion. Typically, the coning and sculling integrals
are performed at higher rates, which allows the integration of the velocity and angular rate outputs to be performed
at much lower speeds, thus reducing the amount of bandwidth needed to process the data. The coning integral
provides a principal rotation vector known as Delta-Theta, A6, while the sculling integral generates a Delta-Velocity,
Aw, over specified amount of time, At.

These techniques have the advantage of providing the change in orientation and change in velocity over an arbi-
trary amount of time with higher accuracy as compared to averaging the accelerations or angular rates over longer
time steps. In addition, the coning and sculling integrals provide the benefit of lower computational complexity as
compared to other algorithms, such as the quaternion attitude update.

2.5.2 Attitude Integration

The Delta-Theta output from the coning integral is easily combined with quaternions to produce a continuously
updated attitude estimate. An updated quaternion value (g, ;) is computed from the previous quaternion value
(g,,) using Equation 2.23. This equation assumes the scalar term of the quaternion is ¢, and that A@ is provided in
radians.

coS [I3x3] — [T* v
qi+1 = [ 7 ?j_x\?iir [ ] COS 7y Tk (2.23)
where
Af siny A g > le—s 0 -3 Uy
R il @)= w0 W
§A9 v < le=5 —, U, 0

Because no computation can be achieved with perfect numerical precision, it is recommended that the updated
quaternion is normalized per Equation 2.24 to ensure that this updated quaternion value remains unit length.

Gy = L (224)
]

Once the quaternion has been calculated from the Delta-Theta, this orientation can then be converted into the desired
attitude representation. For more information about the quaternion and different attitude representations, refer to
Sections 2.3 and 2.4.

2.5.3 Position and Velocity Integration

Information about an object’s position can be obtained by integrating the velocity solution over a discrete period of
time. Given a Delta-Velocity output in the body frame (” Av), the attitude at the start of the integration step is used
to transform it into the inertial frame (typically NED):

TAv =[0I P Av (2.25)
The inertial frame Delta-Velocity must then be corrected for gravity (g) and the Coriolis term arising from Earth'’s
angular rate (wg) and the current velocity estimate (vy), each in the inertial frame.

Avg/cor = At (g — 2wg X vy)

2.26
Av, =TAv + Av ( )

g/cor

VectorNav sensors can be configured to output the term Aw,. directly, utilizing the onboard Kalman filter attitude
estimates, eliminating these steps. Once the corrected Delta-Velocity is available, the position and velocity can be
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easily updated via Equation 2.27.

Vi1 = Vi + Av,
At (2.27)
Diy1 = P + Atvy, + 7Avc

2.6 FILTERING BASICS

Sensors are prone to physical and electrical interference from their environment which can obscure input measure-
ments. Noise, or the unwanted disturbances to the true input values, can often be statistically modeled and dimin-
ished with specific filters.

2.6.1 Gaussian Noise

In probability theory, a distribution termed the Gaussian distribution has found many applications in describing real-
world events. This distribution is also known as a normal distribution or bell curve due to its shape, as seen in
Figure 2.8a. The central limit theorem states that as independent random variables are summed, the result tends to
approach a Gaussian distribution, even if the variables themselves are non-Gaussian, as illustrated in Figure 2.8b.
As variables (or error sources) are combined, the result ends up resembling the normal distribution, making it a
reasonable approximation for most real-world systems.

Gaussian (Normal) Distributions

04 +
03 +

02 +

01 4

0.0

o ‘ o o \\M J; M//

95.4% X

99.7%

(a) Distribution (b) Central Limit Theorem

FIGURE 2.8

Values less than one standard deviation (1-¢), from the mean account for 68.2 % of all samples while two and three
standard deviations (2-0, 3-0) contain 95.4 % and 99.7 % of all samples, respectively. Gaussian noise is noise that
occurs within a Gaussian or normal distribution. It is assumed that Gaussian noise is zero-mean, with uncorrelated
samples independent of previous values.

2.6.2 Standard Deviation, RMS, and Variance

When working with data sets, it can be useful to know the variation of a set of measurements. Variance, standard
deviation, and the root-mean-square (RMS) are different ways to quantify this variation. The variance is a measure
of the variation of a set of measurements with respect to themselves and can be described using Equation 2.28,
where o2 is the variance, N is the total number of measurements in a data set, z; is the i measurement in the data
set, and p is the mean of the set of measurements.

0 = g S — P (2.28)

Standard deviation is another way to describe the variation of a set of measurements with respect to themselves
and is given by Equation 2.29.

(2.29)
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From these equations, it can be seen that the standard deviation is simply the square root of the variance. When
describing the variation in a set of measurements with respect to themselves, it is typically easier to visualize how
the standard deviation relates to the original data set (since they have the same units) and is much more commonly
used to describe the variation than the variance.

The root-mean-square (RMS) quantity is often a term that is used interchangeably with standard deviation, although
these two characteristics have quite different meanings. RMS describes the variation of measurements with respect
to the true value, rather than with respect to their mean, and can be found using Equation 2.30, where z; is the true
value that the measurements should read. If a quantity is unbiased—has zero-mean error—then RMS and standard
deviation are indeed equivalent.

1 2
RMS = || -— > (@i — ) (2.30)

i=1

2.6.3 Digital Filters

As microprocessor speeds have increased, it has become possible to process signals in software and apply digital
filters to modify the input measurements. Digital filtering can be used in place of analog filtering to collect the desired
data while removing noise. While this lowers the required circuit board component count, it does require additional
software to handle the algorithms involved. Digital filters also have the advantage of being able to be adjusted within
software, and can achieve filtering that would be difficult using analog components.

[IR Filter vs FIR Filter
The two main types of digital filters are known as infinite-impulse response (IIR) filters and finite-impulse response
(FIR) filters. As shown in the most basic IIR filter in Equation 2.31, an IIR filter uses feedback in the form of the
previous filtered result in filtering a measurement, so any anomaly that occurs in the data will always have some
component left in the current value.

Yk = 04ka1 + (1 — Oé)Xk (231)

In this equation, the previous filtered result, Y}, _1, is the feedback term, X, is the current measurement, and « is a
multiplier less than 1. Larger values of « produce a smoother filtered result, while smaller values provide a more
responsive (but noisier) output. IIR filters are easier and more efficient to implement in real-time since not much
data buffering is required, but are less capable than FIR filters.

An FIR filter, the most common of which is referred to as a moving average filter or boxcar filter, uses previous
measurements, but not previous outputs, in filtering a new measurement. These filters are always stable and can
implement any type of filter response imaginable with enough previous values. A simple N-element low-pass boxcar
filter can be implemented using Equation 2.32, where N is the number of samples used in the filter.

1
Y. = N(Xk‘FXk'—l"'---"‘Xk—N—&-l) (232)

Coefficients can also be applied to affect the frequency response of the filter. Additionally, FIR filters cause a linear
phase shift for all frequencies, a useful property that can't be accomplished with analog or IIR filters. While this type
of filter is generally considered more powerful, it does require a buffer to store previous values and can be more
complex and time-consuming to implement than IIR filters.

Low-Pass, High-Pass, Band-Pass and Notch Filters

Depending on the frequency response desired, filters can be designed to pass or attenuate a range of different
frequencies. Filters designed to pass low frequency signals while rejecting high frequency signals are called low-
pass filters. High-pass filters reject low frequency signals and pass high frequency ones. Band-pass filters only
allow signals in a certain range and reject all others, while notch or band-stop filters reject signals in a certain range
and pass values outside of this range. The effect of each of these filters is shown in Figure 2.9.

From Figure 2.9, it can be seen that as the signal is swept from a low frequency to a higher frequency, the amplitude of
the output response varies depending on the type of filter it passes through. Examples of filter use include applying
a high-pass filter to a gyroscope to remove bias and a low-pass filter to an accelerometer to remove vibrations.
Band pass filters can remove noise in signal transmission applications and band stop filters can remove specific
troublesome frequencies.
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Phase Lag vs Smoothing
When a digital filter is applied to a measurement, a delay known as phase lag is introduced between the input signal
and the filtered signal. As shown in Figure 2.10, the filtered output is smoother than the original signal and contains
less change between successive data points, but there is a delayed response when sudden state changes occur in
the original signal. Finding the best digital filter for an application requires making an acceptable trade-off between
smoothness and phase lag.
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FIGURE 2.10

2.6.4 Complementary Filters

In certain situations, data from multiple sources can be combined using different filter types to determine a state,
a simple method known as complementary filtering. For example, a gyroscope works best with high-pass filtering
(HPF) to remove the gyro bias from the data, while an accelerometer is best when a low-pass filter (LPF) removes
vibrations and other high frequency effects. As illustrated in Figure 2.11, the pitch/roll of a system can be determined
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by combining the filtered results of these two sensors.
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